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Abstract

This paper describes an approach to estimating the

trajectory of a moving camera based on the measure-

ments acquired with an inertial sensor and estimates

obtained by applying a structure from motion algorithm

to a small set of keyframes in the video sequence. The

problem is formulated as an o�ine trajectory �tting

task rather than an online integration problem. This

approach avoids many of the issues usually associated

with inertial estimation schemes. One of the main ad-

vantages of the proposed technique is that it can be

applied in situations where approaches based on fea-

ture tracking would have signi�cant diÆculties. Re-

sults obtained by applying the procedure to extended se-

quences acquired with both conventional and omnidirec-

tional cameras are presented.

1. Introduction

This paper considers the problem of estimating the
trajectory of a moving camera by combining the mea-
surements obtained from an inertial sensor with the re-
sults obtained from a structure from motion algorithm.
In the proposed scheme, the structure from motion al-
gorithm is used to estimate the position and orientation
of the camera at a small set of keyframes in a video se-
quence, typically three or four in a sequence of several
hundred. These results are then combined with the an-
gular velocity and translational acceleration readings
obtained from the inertial sensor to estimate the pose
of the camera with respect to a �xed coordinate sys-
tem.

The ability to obtain an accurate estimate for the
camera trajectory could be used in a number of dif-
ferent contexts. Many stereo based reconstruction sys-
tems, for example, involve estimating camera motion
prior to recovering scene structure. The camera tra-
jectory estimate could also be used to combine range
maps obtained from various vantage points into a single
frame of reference, a critical step in model construction.

1

In the motion picture industry, estimates for cam-
era trajectory are often used in move matching appli-
cations so that virtual elements can be inserted into ac-
tual video sequences. These estimates are sometimes
acquired by instrumenting the camera platform with
sophisticated motion control systems. The proposed
technique may o�er a simpler alternative.

This pose estimation scheme can also be applied to
the problem of recovering the trajectory of an omni-
directional camera as it is moved through an immer-
sive environment like an oÆce complex. The resulting
omnidirectional video sequence, augmented with pose
could then be explored interactively to provide users
with virtual tours of the space.

The problem of recovering camera trajectories solely
from image data has received a great deal of attention
in the computer vision literature. Recently Hsu et al
[5], Fitzgibbon and Zisserman [3], Chiuso et al. [2] and
Pollefeys et al [7] have all proposed vision based sys-
tems for pose estimation. Commercial systems such as
MatchMover by REALVIZ are also currently available.

All of these approaches rely quite heavily on the abil-
ity to track distinctive features in the scene throughout
the sequence. There are many situations, such as mov-
ing a camera from room to room in an oÆce complex,
where the features of interest may become occluded or
undergo radical changes in appearance as the camera
moves. In these cases, the problem of constructing a
reliable feature tracker becomes exceedingly diÆcult.

Another issue that can pose a serious problem for
image based estimation schemes is the assumption that
one can detect and track a subset of features that are
�xed with respect to the base frame of reference. If
one were interested in estimating the trajectory of a
camera as it is moved through a crowded train station
it would be quite challenging to automatically select an
appropriate set of features in the presence of multiple

1Note that these range maps could, of course, come from
sources other than a stereo system.
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independently moving targets. The proposed approach
avoids these problems by exploiting information from
an independent source of positioning information, the
inertial sensors.

The problem of estimating the trajectory of a mov-
ing platform based on measurements from an inertial
sensor has been tackled by a number of researchers.
Azuma and Bishop [1], You et al [9] and List [6] dealt
with the problem of using inertial sensors to estimate
and predict the motion of a head mounted display for
an immersive virtual reality system.

In these cases, the primary goal has been to pro-
vide an accurate, online estimate for the moving plat-
form based on the inertial data. Here one faces the
diÆculties attendant with integrating noisy, biased ac-
celerometer measurements. The problem considered in
this paper is quite di�erent in that the main goal is to
provide an o�ine trajectory estimation system. This
allows us to reformulate the problem in terms of tra-
jectory �tting rather than integration. This approach
allows us to overcome many of the noise and drift is-
sues that one usually associates with inertial sensors.

2. Approach

Figure 1 shows a schematic of the trajectory esti-
mation problem. In this �gure, there are three rele-
vant frames of reference, the �xed world frame of ref-
erence, W, the cameras frame of reference C and the
accelerometers frame of reference, A. The camera

{W}

{Rca,Tca}
{C} {C}

{A}{A}

{Rcw(t),Tcw(t)}

Figure 1: Schematic of the layout

and the inertial sensor are aÆxed to one another as
shown in Figure 2 and the relationship between them
is captured by the rotation matrix Rca 2 SO(3) and a
translation vectorTca 2 <

3. The changing relationship
between the camera and the world frame is represented
by the parameters Rcw(t) 2 SO(3) and Tcw(t) 2 <

3.
The vectors !a, aa 2 <3 denote the instantaneous

angular velocity and translational acceleration of the

Figure 2: The omnidirectional camera and ac-
celerometer setup

inertial sensor. Measurements for these parameters
are returned by the inertial sensor. Note that these
parameters are measured with respect to the sensors
instantaneous frame of reference.

A number of e�ective schemes for recovering the
pose of the camera and the structure of the scene from
image correspondences have been proposed [4, 8, 10].
Typically, these schemes return estimates that are good
up to an unknown scale factor, �, unless additional
metric information is available. In the sequel we will
assume that one of these schemes is employed to recover
estimates for the camera pose at selected keyframes in
the sequence.

Once this has been done, the cameras trajectory is
estimated in a two step process. The �rst step focuses
on the problem of recovering the cameras orientation,
Rcw(t), based on the angular velocity measurements.
The second step returns an estimate for the cameras
translation, Tcw(t).

2.1. Recovering Camera Orientation

Given the measurements for the accelerometers an-
gular velocity one can compute the angular velocity of
the camera as follows !c = Rca!a. It is assumed that
the structure from motion system can be used to obtain
estimates for the cameras orientation at two keyframe
instants, t1 and t2. One can then form an estimate for
the cameras orientation between these instants by ob-
serving that the rotational displacement of the camera
between subsequent inertial measurements, �R(t), can
be approximated by exponentiating the skew symmet-
ric matrix formed from the angular velocity vector in
the usual manner:

�R(t) = exp(skew (!c(t))�t) (1)

This approximation corresponds to the camera mov-
ing with a constant angular velocity throughout the
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measurement interval. Since the sampling period asso-
ciated with the inertial sensor is typically quite small
(5 ms for our experimental system) this approximation
is usually acceptable.

This being the case, one can estimate the rotational
displacement of the camera at a given time t 2 [t1t2]
by accumulating the rotational displacements in an ap-
propriate fashion as shown in Equation 3.

Rcw(t) = Rcw(t1)�
t
�=t1

�R(�) (2)

= Rcw(t1)�
t
�=t1

exp(skew (!c(�)�t)) (3)

The series of matrix multiplications implied by this ex-
pression can be carried out eÆciently using quaternion
multiplication.

In a perfect world, the total rotational displacement
between the keyframes instants, t1 and t2, calculated
from the angular velocity measurements would corre-
spond to the displacement between the two rotation
estimates returned by the SFM algorithm. In practice,
these estimates will di�er slightly due to measurement
errors and drift. For the system that has been imple-
mented this discrepancy is quite small, less than half a
degree over a trajectory of 30 seconds.

We can correct for this (small) disagreement by
forming two estimates for the rotation at time t one
constructed by starting at time t1 and integrating for-
ward, R1

cw(t), and another constructed by starting at
time t2 and integrating backward, R

2
cw(t). The �nal es-

timate, Rcw(t) is obtained by forming the moral equiv-
alent of a weighted average of the two rotations using
the following expression:

Rcw(t) = exp(
(t� t1)

(t2 � t1)
ln(R2

cw(t)(R
1
cw(t))

T ))R1
cw(t)

(4)
The term ln(R2

cw(t)(R
1
cw(t))

T ) corresponds to the
matrix logarithm of the discrepancy between the two
rotation estimates.

The advantage of this scheme is that it produces a
smooth rotational trajectory that agrees with the given
rotations at the endpoints and jibes with the observed
angular velocities.

2.2. Recovering Camera Translation

Once the camera orientation has been recovered, it
remains to estimate the translational component of the
trajectory. The most straightforward approach to com-
puting the translation would be to simply integrate
the accelerometer readings twice. Unfortunately this
approach is completely unworkable due to the errors
typically associated with accelerometer measurements.

Firstly, the accelerometer readings often contain
non-zero bias terms. While these biases may appear

to be small, when they are integrated twice the result
is an error component that increases as t2. For ex-
ample, a bias of 0:1ms�2 in an accelerometer reading
will lead to a positioning error of 5m after 10 seconds.
Secondly, the accelerometer values are corrupted with
random noise which when integrated corresponds to a
random walk through space that would be added to
the actual camera path.

Another issue that can complicate integration based
schemes is the fact that for most camera trajectories,
the accelerations induced by the cameras motion are
small when compared with the omnipresent gravita-
tional �eld. This can present a problem since e�orts
to compensate for the gravity vector by subtracting it
from the raw signal can introduce signi�cant errors.
More speci�cally, small errors in the estimate for the
cameras orientation with respect to the world frame
can cause the system to misestimate the direction of
the gravitational �eld, which will lead to errors in the
reconstituted acceleration measurements.

These problems can be overcome by noting that the
procedure in question is intended for use as an o�ine
trajectory estimation system. This allows us to re-
formulate the problem as a trajectory �tting problem
rather than an integration problem.

We begin by modeling the camera trajectory as a
piecewise polynomial curve as shown in Figure 3. The
trajectory is divided into a number of epochs as shown
in Figure 3 and within each epoch the cameras motion
along each axis is modeled using the simple second or-
der polynomial2 given by Equation 5.

            +c1*t^2
x(t1) = a2+b2*t
          + c2*t^2

t(0) t(1) t(k) t(n)

X(t)
x(tk) = ak+bk*t

          + ck*t^2
x(t0) = a1+b1*t

Figure 3: The spline representation of a single
axis.

� = (t� iT )=T t 2 [iT; (i+ 1)T ]0
@

x(t)
y(t)
z(t)

1
A =

0
@

axi + bxi � + cxi �
2

ayi + byi � + cyi �
2

azi + bzi � + czi �
2

1
A (5)

Continuity constraints are imposed at the bound-
aries between the epochs to ensure that the resulting

2We can also use cubic spline which gives equivalent results
under smooth motion.
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trajectory is continuous in both position and velocity.
Equations 6 and 7 reect the continuity constraints on
position and velocity respectively.

0
@

axi + bxi + cxi
ayi + byi + cyi
azi + bzi + czi

1
A =

0
@

axi+1
ayi+1
azi+1

1
A (6)

0
@

bxi + 2cxi
byi + 2cyi
bzi + 2czi

1
A =

0
@

bxi+1
byi+1
bzi+1

1
A (7)

Note that these continuity constraints take the form
of homogeneous equations in the spline parameters.
Given these constraints, the resulting trajectory has
a total of 3n + 6 degrees of freedom where n denotes
the total number of epochs.

The duration of the epochs, T , and the degree of
the spline polynomial should reect the designers ex-
pectations about the nature of the camera motion. In-
creasing the number of epochs provides the system with
the ability to model more complex trajectories. Con-
versely, decreasing the number of epochs reduces the
number of degrees of freedom in the model, which usu-
ally improves the conditioning of the resulting estima-
tion problem. An appropriate balance must be struck
between these competing considerations.

In the proposed scheme the SFM algorithm is used
to estimate the position of the cameras at a set of
keyframes in the sequence. These provide constraints
on the resulting camera trajectory, which must be sat-
is�ed.

0
@

x(tj)
y(tj)
z(tj)

1
A =

0
@

axi + bxi �j + cxi �
2
j

ayi + byi �j + cyi �
2
j

azi + bzi �j + czi �
2
j

1
A = �

0
@

x̂j
ŷj
ẑj

1
A

(8)
The scalar parameter, �, in Equation 8 reects the

fact that the SFM algorithm can only recover the lo-
cations of the camera up to a constant, unknown scale
factor. The parameter tj refers to the time of keyframe
j while �j refers to the normalized time parameter used
in the spline representation, �j = (tj � iT )=T . Note
that these constraint can be rewritten as linear homo-
geneous equations in the spline parameters and � as
shown below.

0
@

axi + bxi �j + cxi �
2
j � �x̂j

ayi + byi �j + cyi �
2
j � �ŷj

azi + bzi �j + czi �
2
j � �ẑj

1
A =

0
@

0
0
0

1
A (9)

Given this model for the cameras motion it is a sim-
ple matter to compute what the expected acceleration

in each epoch would be as a function of the spline pa-
rameters.

aw =

0
@

�x(t)
�y(t)
�z(t)

1
A =

2

T 2

0
@

cxi
cyi
czi

1
A (10)

Once again the predicted accelerations are a linear
function of the trajectory parameters.

These predictions can be related to the measure-
ments obtained from the accelerometer system. Equa-
tion 11 shows how the estimated acceleration in the
world frame âw would be calculated from the readings.

âw(t) = Rcw(t)Rca(aa(t)�b�!a(t)�(!a(t)�Tca))�g
(11)

In this equation the vector b refers to the unknown
but constant accelerometer bias. The term !a(t) �
(!a(t) � Tca) accounts for the centripetal acceleration
experienced by the camera center due to the angular
velocity of the accelerometer. The constant vector g
represents the gravitational �eld.

Given Equations 10 and 11, the trajectory estima-
tion task can be reformulated as the problem of choos-
ing values for the spline parameters, the bias term, b,
and the scale factor, �, that minimize the total discrep-
ancy between the predicted acceleration aw(t) and the
measured values âw(t) over the entire sequence.

min�m
k=1kaw(tk)� âw(tk)k

2 (12)

The summation in Equation 12 is carried out over all
of the accelerometer readings indexed by k; tk denotes
the time at which the kth inertial sensor measurement
was acquired.

Note that the vector di�erence (aw(tk) � âw(tk)) is
actually an aÆne function of the parameters of inter-
est. More speci�cally, aw(tk) is a linear function of the
spline parameters cix, c

i
y, and ciz (Equation 10) and âw

is an aÆne function of the bias acceleration, b (Equa-
tion 11). This implies that the minimization task set
forth in Equation 12 actually corresponds to a linear
least squares problem with a set of homogeneous lin-
ear constraints on the parameters. This system can
be solved quite easily using standard techniques from
linear algebra3 to obtain estimates for the spline pa-
rameters, the unknown accelerometer bias, b, and the
overall scale parameter �.

3Matlab provides a function, lsqlin(), for solving problems of
this form, which was used in this work.
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3. Experimental Results

3.1. Omnidirectional Video Sequences

In order to investigate the eÆcacy of the proposed
approach, it was applied to data sets collected with an
omnidirectional camera system.

The structure from motion system used in these ex-
periments makes use of point and line correspondences
in the omnidirectional frames. These correspondences
are speci�ed manually in a selected set of keyframes
using a point and click interface. The system then
automatically computes estimates for the camera pose
and scene structure based on these estimates.

In the �rst sequence (see Fig. 4) the camera system
was moved 6.1 meters over 26 seconds down a hall-
way. The sequence consists of 165 frames and 5218
accelerometer measurements. For this experiment the
trajectory was divided into 80 epochs.

The camera trajectory was estimated based on three
keyframes in the sequence. In order to verify the
accuracy of the reconstructed trajectory, four more
keyframes were chosen from the sequence and the SFM
algorithm was applied to estimate the camera pose at
four more keyframes. These estimates were then com-
pared to the reconstructed camera trajectory. The
mean disparity between the camera orientation pre-
dicted by the camera trajectory and the estimates re-
turned by the SFM system was 0.77 degrees, the max-
imum disparity was 1.15 degrees. The mean disparity
between the position estimates was 4.5cm with a max-
imum error of 16.4cm. Figure 5 shows plots of the re-
constructed camera trajectory. The estimates for the
keyframe locations returned by the SFM algorithm are
denoted by circles.

The same procedure was applied to the omnidirec-
tional sequence shown in Figure 6 which contains large
rotational motions . In this case the mean disparity
between the camera orientation obtained from the tra-
jectory estimate and the results obtained from the pose
estimation system was 1.2 degrees with a maximum er-
ror of 1.65 degrees. The mean disparity between the
position estimates was 8.2cm with a maximum error of
22.1cm. The trajectory results are shown in Figure 7.

Note that in both sequences the camera travels a
signi�cant distance so that the �rst and last frames of
the sequence are remarkably dissimilar. The extent of
the motion and the presence of independently moving
objects, such as the people seen in Figure 6, makes it
diÆcult to apply standard feature tracking algorithms
to these data sets.

Figure 4: Frame 0, 140, 210(=last) from the �rst
omnidirectional video sequence
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Figure 5: Camera trajectory plots of the �rst ex-
periment - the rotation and translation parameters
for each axis with keyframes marked by circles.

Figure 6: Frame 0, 80, 166(=last) from the sec-
ond omnidirectional video sequence
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Figure 7: Camera trajectory plots of the second
experiment - the rotation and translation param-
eters for each axis with keyframes marked by cir-
cles.

3.2. Conventional Video Sequences

Another set of experiments was carried out using
a more conventional camera system (see Fig. 8). For
these experiments the camera pose was estimated using
the method described in [10]. An 11 second sequence
containing 32 frames was considered. The camera tra-
jectory was estimated based on 3 keyframes (see Fig.
9). This trajectory was then compared to the estimates
obtained for 29 other keyframes. The mean error in ori-
entation was 0.42 degrees with a maximum error of 0.8
degrees. The mean error in position was 1.05cm with
a maximum error of 3.34cm.

Figure 8: Frame 0, 11, 22, 32(=last) from the
conventional video sequence
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Figure 9: Camera trajectory plots of the con-
ventional camera experiment - the rotation and
translation parameters for each axis with keyframes
marked by circles.

4. Conclusions

This paper describes an approach to estimating the
trajectory of a moving camera by applying a struc-
ture from motion algorithm to a small set of keyframes
in the sequence and combining these results with the

measurements obtained from an onboard accelerome-
ter system. The trajectory estimation process is bro-
ken into two stages, the �rst stage recovers estimates
for the cameras orientation by considering the angular
velocity measurements returned by the unit. The sec-
ond stage recovers the trajectory of the cameras center
of projection. The trajectory is modeled as a spline
which is constrained to pass through the keyframe lo-
cations. The parameters of the spline are then cho-
sen so that the predicted accelerations agree with the
measurements obtained by the accelerometers. This
scheme avoids many of the problems usually associated
with integrating accelerometer measurements and can
be applied in situations where feature based tracking
approaches would have signi�cant diÆculties.
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